Mathematics of Control, Signals, and Systems (2025) 37:361-394
https://doi.org/10.1007/s00498-024-00404-6

ORIGINAL ARTICLE

n

Check for
updates

Rotational shallow water equations with viscous damping
and boundary control: structure-preserving spatial
discretization

Flavio Luiz Cardoso-Ribeiro! - Ghislain Haine? - Laurent Lefévre3 .
Denis Matignon?

Received: 31 May 2023 / Accepted: 15 October 2024 / Published online: 28 November 2024
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2024

Abstract

This paper is dedicated to structure-preserving spatial discretization of shallow water
dynamics. First, a port-Hamiltonian formulation is provided for the two-dimensional
rotational shallow water equations with viscous damping. Both tangential and nor-
mal boundary port variables are introduced. Then, the corresponding weak form is
derived and a partitioned finite element method is applied to obtain a finite-dimensional
continuous-time port-Hamiltonian approximation. Four simulation scenarios are
investigated to illustrate the approach and show its effectiveness.
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1 Introduction

The shallow water equations (SWE) are a set of partial differential equations that
describe the motion of water in shallow areas like lakes, rivers and coastlines. These
equations are useful for understanding the dynamics of water flow, as well as predicting
flooding and other related phenomena. They are also used to simulate the effects
of wind and waves on the ocean surface. The study of SWE can be beneficial for
a variety of purposes, including stability and control of moving tanks [1], coastal
structure design, tsunami simulation [2, 3], flood forecasting and mitigation [4], and
water resource management.

The two-dimensional rotational SWE (2D-SWE) are a useful model to study mag-
netohydrodynamic flows [5], geophysical fluids such as on large scale oceanic flows
[6] or even the flow induced by the breaking of a large dam on a dry bed [7]. We are
motivated by control applications including the boundary control of sloshing water in
a rotating tank or non-radial boundary control of large circular water basin [8] such
as in the FloWave Ocean Energy Research Facility [9], in Nantes, France.

A common approach to include dissipation in the shallow water model is to consider
afluid friction with the water bed, represented through some empirical formulae, which
relates the local tension to the fluid velocity, and results in an additional nonlinear
algebraic term in the SWE (see, for instance, [10, 11] or [12], for a list of such
formulas for various physical configurations). However, these empirical formulas will
not lead to the possibility of controlling the boundary tangential component of the
water flow and will be useless in the applications motivating this work. Fortunately, the
derivation of shallow water models from the Navier—Stokes equations for free-surface
flows with viscous damping has been proposed either in [13], for the one-dimensional
case, or in [14], for the general three-dimensional rotational case with irregular bed
topography. From the asymptotic analysis of the Navier—Stokes free-surface problem, a
2D-SWE is then obtained in which a second-order Laplacian-like differential operator
accounts for the viscous dissipation (see also Sect. 2.2, hereafter). This latter model,
which encompasses viscous damping and rotational fluid dynamics, incorporates all
the physical phenomena which are needed to address the control problems that motivate
this work. Note that [15] addresses the global existence for the Cauchy problem for
this equation in the whole plane, for small initial data.

For analysis or control design, it may be crucial to obtain information on the under-
lying geometric structure for the considered dynamical systems, together with an
account for the stored and dissipated energy. In our case, we wish to make use of the
port-Hamiltonian (pH) formulation of the dynamics [16, 17], combined with passivity-
based control designs (namely impedance matching and control by interconnection)
to achieve boundary control of the shallow water flows through boundary actuation.
This pH approach has been used for the modeling, simulation and control of dis-
tributed parameter systems for more than 20 years [18]. The SWE were previously
studied in this pH framework (see, for instance, [19, 20]). In [21], the pH 1D model
of an open-channel irrigation system is spatially discretized and energy-based control
designs are used to regulate water levels and flows throughout the reaches via sluice
gates actuation. In [22, 23], the 1D and 2D sloshing problems are considered: in both
these references, the pH formulation is being used for the modeling, simulation and
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control of the fluid—structure coupled system. In [8], surface waves in a circular water
tank are modeled using the pH approach and boundary passive feedback control is
designed. The pH model and energy-based decomposition have also been proposed
for the general Navier—Stokes equations [24].

A classical approach to embed viscous friction forces in the SWE pH model is the
approximation of the viscous term that arises in the Navier—Stokes equations with a
Laplacian [16]. In a previous work [25], we used this approach where the viscous terms
are given as a function of the Laplace diffusion operator only. First results of simu-
lations in 1D were promising. However, as reported in [26], the use of the Laplacian
formulation in these equations is misleading and may lead to nonphysical solutions
(which violates the fundamental objectivity principle of continuum mechanics [27])
and oversimplified boundary conditions. Therefore, in the present paper, we start from
the asymptotic approach and the resulting SWE with viscous friction, as presented in
[13] (1D case) and [14] (2D case), to derive their corresponding pH formulation.

This paper is dedicated to the pH formulation of the 2D-SWE with viscous damp-
ing and its structure-preserving spatial discretization. Preserving the underlying Dirac
interconnection structure in the pH model results (among others) in energy conserva-
tion and associated dynamical properties such as stability and controllability. Mixed
finite element methods were introduced a long time ago to perform such structure-
preserving spatial discretization for the Maxwell field equations [28]. In [29], this
approach is applied to the weak formulation of pH models to obtain a quite general
class of structure-preserving spatial discretization methods. In [30], we have shown
that a partitioned version of these mixed finite element methods directly leads to a
finite-dimensional Dirac interconnection structure and no further projection is required
to obtain finite-dimensional pH equations with a flexible choice for causality (i.e., for
the boundary port variables). This partitioned finite element method (PFEM) method
has been applied to the discretization of various 2D and 3D pH models with nonau-
tonomous boundary conditions [31]. Accurate convergence results in the sense of
numerical analysis have been obtained [32] which suggest a heuristic for the optimal
choice of finite element conforming spaces.

In this paper, the PFEM is applied to the rotational SWE with viscous damping.
It is structured as follows. We propose first, in Sect.2, a pH model for the rotational
SWE with the appropriate viscous damping operator (see Sect.2.2.1), derived from
[13, 14]. We derive, in Sect.2.2.2, an extended Stokes—Dirac interconnection struc-
ture, associated with a weighted inner product (designed specifically to simplify the
SWE dynamics, see Sect.2.1.2), and the appropriate factorization for the dissipation
operator. In particular, it is shown that the correct normal and tangential boundary
port variables both emerge from the power balance associated with this Stokes—Dirac
interconnection structure. Finally, we compute the weak formulation (Sect.3.1) and
apply the PFEM spatial discretization to the obtained pH model (Sect. 3.2). The finite-
dimensional power balance is computed in Subsection 3.3. In Sect. 4, we validate the
approach on four different simulation scenarios:

1. a 2D simulation for the SWE in a rectangular closed tank, without dissipation and
with a zero normal boundary control;
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2. the same scenario with viscous dissipation, which produces tangential components
for the velocities and a boundary limit layer;

3. ascenario where the water tank is emptied by forcing a normal component of the
velocity (i.e., normal velocity boundary control);

4. a 2D simulation for a 2D rotating circular tank with uniform initial water level
profile (i.e., tangential velocity boundary control).

To the best of our knowledge, the main contributions in this work are:

o the pH formulation of a physically coherent model for the 2D rotational SWE with
viscous damping;

e the derivation of an extended 2D Stokes—Dirac interconnection structure with
dissipation ports such that normal and tangential boundary port variables may be
identified in the power balance equation;

o the structure-preserving spatial discretization (with a PFEM-Galerkin approach)
of the previous model to produce a finite-dimensional pH model with discrete
power balance;

e the numerical results obtained for the 2D rotational SWE with viscous damping
and normal/tangential boundary controls.

2 Dissipative SWE as a pH system

This section reviews the shallow water equations written in the pH framework. Firstly,
Sect.2.1 presents the frictionless model, without any source of dissipation. This form
leads to apower-preserving pH system, where the only energy exchange occurs through
the boundary ports. Secondly, the viscous dissipative model is presented in Sect.2.2.

2.1 Frictionless model

We consider a bounded domain in Q C R?, with a C? boundary 9€2, see, e.g., [33,
Chap. III]. For any finite time horizon T > 0, we assume strong solutions belonging
to the functional space C L([0, T1; C'(2)). Moreover, at this stage, we formulate the
hypothesis that, provided the initial water height & is sufficiently high, the height
h(t, x) will remain bounded from below by some /i, > 0, which might depend on
T.

2.1.1 Classical setting

The frictionless irrotational SWE is usually written as a system of two conservation

laws as:
oh\ 0 —div en )
op) |—grad 0 e’)’

where # is the height of the fluid, v is the velocity, p is the fluid density (supposed
constant), p := pv is the linear momentum, e, = % p |v|I?> + pgh is the total pressure,
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and e ,,0 = hv is the volumetric flow of the fluid. Thus, the first line of the matrix
equation represents the conservation of the mass (or volume, since the fluid is assumed
to be incompressible) and the second represents the conservation of linear momentum.

Furthermore, one can define the system Hamiltonian (or total energy) as a functional
of h and p, which are thus called energy variables:

1 2 1 2 1 2 1 2
H(h, p) = | Sphlvl”+ S0gh”dQ = | ——hlpll”+ spgh”d2. (2)

The co-energy variables can be computed from the variational derivative of the
Hamiltonian such that:

1
en =M = 2p v + pgh,

(3)
ey’ =8, H=hv.
The time derivative of the Hamiltonian can then be obtained as follows:
d 0
Sy= (a,he,,+a,p.e,,)dsz. @
dr Q

From (1), we get that the time derivative of the Hamiltonian depends only on the
boundary variables:

d 0
aHz—fathep -nds, 5)

which enables to define collocated control and observation distributed ports along the
boundary d€2. For example:

Uy = —e I,O - n, volumetric flow, ©)

vy = ey, total pressure,

and the power balance is given by a product between input and output boundary ports:

d
—H = ds . 7
o /muaya s ™

For the rotational case, a slightly modified version of (1) can be defined, that takes
into account the vorticity of the fluid, see, e.g., [20, 23]:

ohy\ 0 —div ey @)
op)  |—grad %G(w) e,,0 ’
with (scalar) vorticity w (¢, x) and gyroscopic term G (w) defined by:

w :=curlpv = dyvy — dyvi, and G(w):=p |:_01 (1)] w. 9)
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Since the matrix G is skew-symmetric, it will play no role in the power balance (and
it computes exactly as (7)).

2.1.2 A new choice of scalar product

As mentioned in [34], following, e.g., [35], it can be interesting to adapt the chosen
scalar product to the physical problem: indeed, since the shallow water model performs
an average in one dimension, i.e., on the height of the water column, it is natural to
introduce for the velocities the scalar product in L% (R2):

(v1, vz)h 22/ v - vz/’ldQ. (10)
Q

Here, the hypothesis Vx € 2,Vt € [0, T], (¢, x) > hpin > 0is of utmost importance,
otherwise (10) would not define a scalar product. In this case, the computation of the
co-energy variables must be adapted, since the definition of the variational derivative,
see, e.g., [36, 37], requires the use of Riesz representation theorem, which is dependent
on the choice of the scalar product. Thus, scalar fields belong to L?(£2), while vector
fields belong to L (2):

1
= = — 2 h,
en nH 2/Ollvll + pg (11

ep = (SZH =.

Indeed the characterization (827‘(, eq)n =Hh,p+eq)—Hh, p)+ 0(@?),Vq €
L%l (£2) , leads to the new definition e, := 8;’,7—( = v, which will be used in the sequel,
and provides some advantages at the numerical level.

In this case, the differential operators have to be adapted, and we can find:

<8,h> z[ 0 —div(h -)] (eh> (12)
orp —grad G(w) ep)’

In what follows, the formal adjoint is denoted by *, while the formal adjoint with
respect to the new scalar product is denoted by **. Both should not be confused with
the usual adjoint. By formal adjoint, it is meant in the sense of distributions, i.e., for
all compactly supported functions in C*°(£2).

An operator that depends on the energy variables is said to be modulated, in accor-
dance with the terminology of modulated Dirac structure, see e.g., [16, Section 2.2.2]
or [17].

Letus denote by H 1(Q) c L*(2) the Sobolev space of scalar fields with first-order
weak partial derivative in L?(£2), and:

H Q) = [,ﬁ € Li(Q),div(h¢) € LZ(Q)} C Li(Q).
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Proposition 1 Assume that there exist regular energy variables, h €
cl([0, T1;CY(Q)), and p e CY0,T];(CY(R)?), solutions of the
SWE (12)-(11). The unboul?ded matrix-valued differential operator J(h, p)
D(J (h, p)) i= H'(Q) x H}"(Q) — L*(Q) x Lj(Q):
. 0 —div(h)

is modulated by the energy variables h and p, and is formally skew-symmetric.

Proof To prove the formal skew-symmetry of 7 (h, p), let us first recall that the
bounded term J>; := G(w) is a real-valued 2 x 2 skew-symmetric matrix. Note also
that p w = curlap(p) € C1([0, TT; CO(Q)); thus, V¥ € L2(Q), G(w) ¥ € L1 (Q).
Now, for the unbounded terms Ji5 and J;1, taking care of the new scalar product (10)
for vector-valued variables, one has V¢ € H!(Q), V¢ € H 2”(52):

(—gradé. ¥, = (—gradg, hy).
= (¢, div(h ) —/ b -nhds. (12)
Q2

Thus, for fields ¢, ¥ vanishing at the boundary, the formal adjoint of —grad now is
div(h -). And in the general case, the boundary term reads — fasz ¢ ¥ -n h ds. Finally,

this also shows that Ji» € £ (HIM(Q), L*(Q)), and that J»; € £ (H'(Q), L3(Q)).
Altogether, 7 (h, p) € L (H'(Q) x HIM(Q), L*(Q) x L3 (Q)). O

The possible choice (6) of collocated input - output ports has to be adapted
accordingly:

uy = —ep - n = —v - n, normal velocity, as)
vy = ey, total pressure,
and the power balance (7) now reads:
d
3t = | _uayahds=ius. yo)noa- (16)
4 98

2.2 Linear viscous (differential) dissipation

Now let us investigate the linear dissipation model induced by the Navier—Stokes
equation, averaged on a slice of fluid: the full model will be recalled first in Section
2.2.1, and recast as a pH system (an explicit distributed pH system, giving rise to a
pH-ODE once spatially discretized) under the form J — R, helping prove dissipativity
in an easy way. Then in Section 2.2.2, enlightening a factorization of R as GSG*
gives rise to the definition of physically meaningful dissipation ports and a pH system
with an extended structure matrix J, (an implicit distributed pH system, leading to a
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pH-DAE once spatially discretized, see [38] for a review), allowing a more straight-
forward computation of the boundary terms in the energy balance: here the tangential
component of the velocity does play a role as an additional boundary control port.

2.2.1 Modeling as a dissipative dynamical system

The viscous effects on the SWE can be obtained from the Navier—Stokes equations,
which involves a diffusion term with water viscosity ;4 > 01inthe momentum equation:

9 p = —grad(ep) + G(w)e, —h™'z. a7)

However, the characterization of the viscous stress T proves intricate. Already in the
1D case, following, e.g., [39], it was suggested in [25] to use T := —u dy, v; however,
the careful derivation of the viscous model from the Navier—Stokes equations averaged
on a slice proved in [13], gives instead:

T := —4u oy (hoyv).

In the 2D case, things become even more intricate: it was first suggested in [25] to
use T := —u Av, involving the vector Laplacian A, which appears classically in the
Navier—Stokes equations; however, the careful derivation of the model performed in
[14] leads to a much more complex definition of the viscous stress, namely:

T := —grad(2u h div(v)) — Div(2u h Grad(v)), (18)

where Grad(v) is the symmetric tensor %(Vv +Vv'"), and d = Div(X) is the vector
of the divergences of the columns of the tensor; i.e., d; = div(X(:, i)).

Proposition2 The unbounded matrix-valued differential operator: R(h)
D(R(h)) := L*(Q) x D(Ra(h)) — L*(Q) x L3 (Q):

0 0
R = [0 — Lgrad@uh div()) — } Divuh Grad(~))} '
D(Ry(h)) = {w € L2() | grad(2uh div(w)) + Div(2u h Grad(w)) € LZ(Q)} . (19

is modulated by the energy variable h, and formally symmetric and nonnegative.

Proof Since R (h) acts on the second variable only through Ry, (%), let us compute for
C fields v, w vanishing at the boundary 9:

(Ry(h)v, w), = (—%grad(Zuh div(v)) — %Div(z,uh Grad(v)), w);,

= (—grad(2u h div(v)) — Div(2u h Grad(v)), w)
= Quh div(v), div(w)) + 2u h Grad(v), Grad(w))
= 2u (div(v), div(w))y, + 2u (Grad(v), Grad(w))y,,
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from this latter line, it is obvious that R; (k) is formally symmetric; moreover, for the
special case w = v we obtain:

(Rpa(h)v, v)p, = 2p (div(v), div(v))n + 2u (Grad(v), Grad(v));,
= / 21 (div(v))2 + 2u Grad(v) : Grad(v) h d2 > 0,
Q

which shows that the operator is formally nonnegative. O

As a consequence, for fields vanishing at the boundary 92, the dynamical system
proves dissipative:

%’H = —/ 21 (div(v))2 + 2u Grad(v) : Grad(v) h dQ2 < 0; (20)
Q

this kind of mechanical energy balance is in perfect accordance with classical results
from the literature, see, e.g., [33, 40].

Since we are most interested in boundary control, we must go further and make the
boundary terms explicit, either by one integration by parts from this first compound
formulation, or by extending the formulation with dissipative ports, which will make
the computation a bit easier.

2.2.2 A port-Hamiltonian system with dissipation ports
The 2D rotational SWE with viscous damping boils down to:

h = —div(hep),

ho;p = —hgrad(ey) + hcurlap(p) |: 01 [@2))

_10l¢€r
+2u Div (h Grad(ep)) + 2ugrad (hdiv(ep))

together with the constitutive relations (11) given by:

Ipl?

’

2p (22)

e, = pgh+

ep p

The general factorization of dissipation operators proposed in [41] under the form
R = G S G* canbe illustrated here, and provides a useful step toward the pH modeling
of dissipative systems. Indeed, it is known that div* = —grad, and it has been proved
in [42] that Div* = — Grad for symmetric tensors. Note here that for p-type vari-
ables, the i-dependent scalar product must be used, and the formally adjoint operators
recomputed adequately.

We are now in a position to define dissipation flows, as follows: (they both apply
toep =),
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e Fy := Grad(v) e L2 ym(Q) a symmetric tensor, the so-called strain rate tensor,

o fy:=div(v) € L%(RQ), a scalar field, the velocity divergence,

which are both physically meaningful. In the above, 2, () is the space of second-

sym
order symmetric tensor fields with components in L?(£2). The h-dependent version of

these spaces will be useful in the sequel; ]Lzsym’ 5, (§2) with scalar product (E, F)j :=
Jo E : F hdQ, and Lz(Q) with scalar product (d1, d2)p = [ di dp hdS2.

Let us denote by H'(Q) C L*(Q), H'(?) C L*() and HJ,,,,(Q) C LE,,(Q)
the Sobolev spaces of fields with first-order partial derivative of each component in
L?(R2), and their h-dependent version H! yma () C ]Lsym ,(Q) and H (Q) C L2 (Q).

Proposition 3 The 2D-SWE with viscous damping (21) can be recast as the following
constrained dynamical system:

alh ()
op | _ €p
Fl=anm| 2], (23)
Ja ed

together with the constitutive relations (22) and the additional closure relations:
eq =2ufq, and Eg=2uFy,. 24)
The extended operator J,(h, p) : D(J.(h, p)) — X, defined by:
D(To(h. p)) := H'(Q) x H'(Q) x H',, ,(Q) x Hy (),

X = L2(Q) x LE() x L2, ,(2) x LE(S),

and:
0 —div(h) 0 0
_ | —grad G() 3Div(h) ;grad(h)
0 div 0 0

is formally skew-symmetric.

Proof Firstly, let us verify that we can recast the dynamic equations as (23). Starting
from (21), and substituting the dissipation flows Fy = Grad(ep) and fy = div(ep)
leads to:

8;/1 _ —le(h )
ohp) grad G(w)
0
+ <h grad(Z,uh fd)> + (hl Div(2u h Fd)> :
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With the closure relations E; = 2 F; and eq = 2 fy, this rearranges as:

€h
dh\ [ 0 —divh) 0 0 ep
%p)  |-grad G(w) 4Div(h) Lgrad(h) || Ea |’

eq

which yields (23) by definition of F; and f;.

Secondly, to verify that J,(h, p) is formally skew-symmetric, it proves necessary
to compute its formal adjoint, where the 4-dependent scalar product (10) is used for
vector fields, but also for tensor fields on Lzsym’ 5 (§2) and scalar fields on L,%(Q).

This proceeds in three steps: computation of the formal adjoint of %grad(h-), of

% Div(h-), and factorization of the damping R (k) leading to formal skew-symmetry
of Je(h, p).
Step 1 for any scalar field ¢ € H}: (2) and vector field ¥ € H' (),

1
(—Zgrad(h 9). w) — (—grad(h ¢). ¥)
h
=<h¢,div<w>)—/ how - nds
02

= (¢, div(¥)n — /m ¥ -nhds. (26)

Thus, the formal adjoint of —%grad(ho) on L%(Q) is div; and — fasz oV -n hdsis
the boundary term.
Step 2 for any vector field w € H 1(Q) and symmetric tensor field E € Hlsym 2 (),

(—l Div(h E), w) = (=Div(h E), w)
h h

= (h E, Grad(w)) — / hEn-w ds
Q2

= (E, Grad(w))p, —/ w-Enhds. 27
9

Thus, the formal adjoint of —% Div(h -) on L2

<ym,» () is Grad; and — [yqw-Enh ds
is the boundary term.

. 0 0
Step 3: Denoting G := |:% Div(h ) %grad(h~)i|’ from steps 1 and 2, we can conclude
wh 0 — Grad . . . .-
that G** = 0 —div | Then, we can rewrite (25) using the classical decomposition
Te(h, p) = |:‘7_(g’*f) g], where J (h, p) is defined in (13). We conclude to the
formal skew-symmetry of 7, (k, p) with the help of Proposition 1. O
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Remark 1 Note that if we define S := diag(2u I, 21¢) and apply the closure relation
E4 Fg\ .
=9 23 N t:
<€d> <fd) in (23), we ge

8th _ _ epn
() =wmm-m (). 28)

where R = G S G*", which is equivalent to (19), and (28) is equivalent to (21).

Thanks to this strongly structured formulation of the original system, we are now
in a position to state the following:

Theorem 4 The evolution of the Hamiltonian (2) along the trajectories of the dynam-
ical system (23) with the constitutive relations (11) and the closure relations (24) is
given by:

OV / [2u (div(v))? + 21 Grad(v) : Grad(v)] h dQ (29)
dt Q

+/ [(—ep +2u div(v))v -n +2uv - Grad(v)n)] hds. (30)
Q2
The boundary term (30) alone can be further decomposed into:

/ [(—en + 21 div(v)+2u N(s) : Grad(v))v - n+2u R(s) : Grad(v))v - ¢] & ds,
0
(31)

where t is the tangential vector on the boundary (+90 degrees rotation of n, the outward
normal vector), and the tensors at the boundary are defined locally by N(s) = nn',

andR(s) =tn'.

Proof The proof proceeds in three steps: 1. computation of the scalar product (e, J,e)
(where e is the vector with all co-energy variables) and identification of the derivative
of the Hamiltonian, together with the in-domain terms, 2. careful computation of
the right-hand side involving boundary terms only, 3. equivalent expression of the
boundary integral after projection into local coordinates on the normal and tangential
components.

Step 1
ep en
e e
EI; , Te EI; Z/Q(ehazh‘i‘ep‘atp"‘Fd3Ed+fded) hdQ
ed ed

Dot / [2M (div(v))?+24 Grad(v) : Grad(v)] hdQ.
dt Q
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Step 2 Computing (e, J.e) carefully, one can group terms in three pairs and make
use of the previous results on the formal adjoints (14), (26) and (27); indeed the three
following contributions must be added:

(en, —div(h ep)) + (ep, —grad(e;)), = —/ env-nh ds,
Q2

1
<e1,, ;A Div(h Ed)> + (E4, Grad(ep))n = /3&2 2u v - Grad(v)n h ds,

h

1
and <ep, Egrad(h ed))h + (eq, div(ep))y = /39 2u div(v)v-n h ds.

Step 3 Using the identity v - Grad(v)n = Grad(v) : (vn'), and plugging the
decomposition of the velocity into a local basis v = (v - n)n + (v - £) ¢, leads to
(31).

The conclusion of Theorem 4 follows. O

Remark 2 When comparing (20) with (29)—(30), we can see that the closed dynamical
system (i.e., without boundary control) is dissipative, while the open dynamical system
is passive (up to the definition of appropriate collocated inputs and outputs).

The latter decomposition (31) is physically meaningful: both the normal and the
tangential components of the velocity vector at the boundary play arole. However, this
result differs from the original computation made in [25] from the vectorial Laplacian
formulation, and also from the energy balance for a compressible isentropic fluid given
in [43].

A possible choice for the boundary ports could be the boundary velocity (with both
normal and tangential components) for control:

u(t,s) =ep(t,s), Vi >0,s € 0Q. (32)

Such a choice of boundary control implies, according to (30), that the colocated
boundary observation is given by:

y(t,s) = (—en(t,s) + 2 div(ep)) n + 2 Grad(ep) -n, Vit >0,s € Q. (33)

Then, the power balance related with the boundary control (30) becomes:

d
—Hf/ y-uhds. (34)
dr PYe)
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Remark 3 In the power balance (34), one can further decompose the density y - u into
a nonviscous term y° u® when p = 0, and a purely viscous contribution y* - u when
© > 0. This motivates splitting the output variable (33) as follows:

y=y"n+y* withy? := —¢;, andy" :=2u (Grad(ep) - n + div(ep)n).
(35)

The notation u° := u - n = u, has also been introduced, since this latter quantity is

the only control variable which is available when p = 0.

Remark 4 1In this paper, we assume that the fluid height is always positive. This hypoth-
esis is necessary considering the definition of the inner product of Sect.2.1.2. Proving
that the solutions fulfill 2 > 0 is beyond the scope of this paper. For this reason, special
care must be taken to ensure that the simulations meet this condition. The interested
reader is referred to [15, 44, 45] and references therein for several results on the global
existence of solutions of the viscous SWE. In particular, [15] presents a proof that the
height is always positive, at least when assuming small initial perturbations around the
equilibrium and small forcing. In this section, the strong regularity C! ([0, T]; C'(2))
is assumed both on the height /2, and on the linear momentum p (hence, on the velocity
v). In light of the results obtained in = R?, proven in [15], this strong assumption
seems reasonable.

3 Structure-preserving discretization

We are now in a position to propose a structure-preserving discrete approximation
of the dissipative SWE. At least two approaches may be used to guarantee a discrete
power balance mimicking (29)—(30) on the infinite-dimensional level. The first one
would rely on the flow/effort formulation of the problem, with dissipative ports together
with linear constitutive relations to take the dissipation into account, see, e.g., [46],
the second one relies on the J — R state formulation, as in Sect.2.2.1, where R is
symmetric nonnegative and represents the dissipation as one single block. While the
former is very useful to enlighten the underlying Stokes—Dirac structure, it suffers from
an increased number of unknowns to be computed. The latter seems more appropriate
for numerical purpose, since it strongly reduces the number of degrees of freedom in
the discrete system, the only price to pay is that a Lagrange multiplier will be needed
to access the desired tangent control of the velocity.

3.1 Weak formulation
Let us consider the SWE (21)—(22) with the boundary control (32):
ep(t,s) =u(t,s) =un(t,s)n(s) + us (1, $)t(s), Vi =0,s €I,
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where u, and u, are the normal and tangential velocity, respectively, and the colocated
boundary observation (33):

y(t,s) = (—eh(t, s) + Z;Ldiv(ep))n +2uGrad(ep) -n, VYVt >0,s € 9%2.

Let us consider sufficiently regular test functions ¢, ® on 2. The weak form of (21)
reads:

(alh’ §0)L2

(hd;p, ®) >

— (div(hep), ¢) 2,
— (hgrad(ep), ®);2 + (h curl,p(p) [ 01 (1):| ep, <I>>
_ .2

+ 24 (Div (h Grad(ep)) . @), -
+2u (grad (hdiv(ep)) . @), .

Applying integration by parts, once on the first line, and on each dissipative terms,
leads to:

(Oh, p)12 =+ (hep, grad (¢)) ;> — (hep -1, ¢),q .

01
(ho;p, ®);2 = — (hgrad(ep), ®);2 + (h curlap(p) |:_] Oi| ep, <I>>

—2u (h Grad(ep), Grad (<I>))]L2
+2u (h Grad(ep) - n, q’)asz
—2u (h div(ep), div (<I>))L2
+2u (@ - n, hdiviep))

L?

a2’

where we recall that both solutions and test functions are assumed regular enough to
ensure that the boundary duality brackets reduce to boundary L2-scalar products.
Gathering the boundary terms of the second equation gives:

(Oh, p) 12 =+ (hep, grad (¢)) ;> — (hep -n, ¢),q .
(hatp, (I))L2 = — (hgrad(eh), <I>)L2 + (h CUI'IZD(P) |:_01 (1):| €p, (I)) 2
L

— 24 (h Grad(ep), Grad (®)), »
—2u (h div(ep), div (®)),,
+2u (h (Grad(ep) - n + div(ep)n) , @), .

As a result, one can observe that parts of the boundary input/output, defined in (32)
and (33), appear parted across the two lines of the system. In the first line, the boundary
normal velocity u® = e p - 1 appears, whereas in the second line, y# appears, as the
viscous part of the output y, see (35).
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Finally, including the boundary terms, the weak formulation of the pH system reads:
(@h, 92 = + (hep, grad (9)) 2 — (h u°, go)ag ,

(ho;p, ®);2 = — (hgrad(ey), ®);2 + (h curl,p(p) [_01 (1)] ep, <I>> .
L

— 2y (h Grad(ep), Grad (®)), , — 2 (R div(ep), div (®)),,
+ (hy". @), -

(36)

Remark 5 In order to obtain a finite-dimensional pH system, the integration by parts
of the dissipative terms is mandatory (otherwise the induced matrices would not be
symmetric and nonnegative). On the contrary, the integration of — (div(he p)s go) 12
could have been replaced by the integration, on the second line, of the term
— (hgrad(ey), @), 2. Numerical tests have shown a better behavior (e.g., on stability)
for the former choice. Indeed, consider, for instance, the inviscid case, i.e., u = 0,
then the formulation with integration by parts performed on the second line implies
that the normal velocity control is imposed by an algebraic constraint, the output being
the associated Lagrange multiplier. However, the latter integration by parts leads to
some simplification as y* is then replaced by the whole output vector y. Further
investigations are required to discriminate the two possibilities.

The weak form of the constitutive relations (22) may be written, making use of the
appropriate weighted inner product introduced in Sect.2.1.2:

. Ipl?
(en, )2 = (pgh, )2 + %)
0 12
p
he,, ®),, = (h=,®) .
(ep )Lz <,0 >L2

To conclude to a pH system, it remains to take into account the power-conjugated
Vn
Vi

test functions at the boundary 92, which are considered in the local basis formed by
(n,t).

The definition of the scalar observation yO, given in (35), together with an h-
dependent L? inner product, leads to:

(37)

boundary quantities, namely those related to #® and y*. Let = be regular

(hwna yo)ag = — (hm, en)y »

which turns out to be, as expected, the counterpart of the control term (h u?, go)aQ
of (36).

On the other line of (36), the observation y* appears to be the Lagrange multiplier of
the constraint prescribing the control in (32), which one writes again with 7 embedded
in:
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(hp, w)yq = (h¥,€p),q -

Hence, the weak formulation at the boundary reads:

{ (hwn* yo)asz
(h¥r, w)yo

— (hYm, en)sq s
(¥, ep)yq - 9

Then, the full pH system in weak form is given by the dynamical equations (36), the
constitutive relations (37) and the boundary ports (38).

Remark 6 Finally, the compatibility condition u° = u - n must be fulfilled, for the
above system of equations to be well defined.

3.2 Galerkin approximation

Consider two finite elements families (<pi)1§i§ N, and (<I>k) 1<k<N, defined on 2. Let
us approximate the energy and co-energy variables in these families:

Np

h(t, x) = h' (1, %) .= Y W (D¢’ (x) = ¢;,(x) Th(0), *
i=1
Nh . .
en(t, x) = ef(t.x) =Y _ €}, (p' (x) = 9, (x) e (1),

i=1

Np
pt,x) = plt,x) =Y prO® x) =@,x) p),
k=1

Np
ep(t,x) > e (1, x) = Zell‘,(z‘)(l)k(x) = <I>,,(x)Te_p(t).
k=1

Then, consider two finite elements families (¥;')1<m<n, and (¥;")1<m<n, defined at
the boundary 92, and let us approximate the boundary variables in these families as
follows:

ZN” V) | O 0

~ d . m n m

H = = Lt m( 0 )+m221ut ® <w;"(s>)
= Y, (8) T un(t) + ¥, (s) ug () = W (s)  u(),

and its colocated output:

i vre)\ L 0
YU s) = yrd(e,s) ==yl () ( " ) DR AN0) (wm(s))
m=1 m=1 ¢

= ¥a() Y O+ ¥,) ) = ¥(s) Y ).
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Furthermore, the other part of the boundary observation given in (35) has to be
discretized in the normal family:

Nj
Vo) =y 9) =Y 3" OY () = ¥ () Ty @),

m=1
together with its colocated control, which will be denoted with the same exponent 0:

Ny
u0(t,8) > u®(t,8) == uy"(OY(s) = Pu(s) Tu(0).

m=1
We may now focus back to Remark 6 and confirm that the extra control u° and
the normal component u, must be set to the same value for compatibility. There-
fore, numerically, the number of equations will be equal to the number of degrees of
freedom, but physically, no additional control will be available.

Substituting the discrete counterpart of the variables and using the finite elements
families as test functions in (36) gives rise to the following finite-dimensional system:

d
M, <h = Dlhlep(t) — Bylh] i,
d
Myl -p = =DIh] ey + Glh. pley (39)
— 2uRGralhle, — 2pRalh] ep + Byulhly",
where the mass matrices are given by:
Mi)ij = (¢¢') o MplhDes = (@, n10%)
the D and G matrices are defined by:
(DI = (@, h'grad(e)) .
ay| O 1| gl 1 dgk
(GIh, pDr1 = | curlap(p®) LAV :
= -10 12
the symmetric nonnegative dissipative matrices are obtained with:

(RoralhDis := (Grad(@)), h? Grad (@)

(R B = (div@), n div (@¥))
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379
and finally the control matrices are defined by:
(BulhDi = (Vi h%') . (BulhDen = (9", n'0t)
Regarding the constitutive relation, the system (37) becomes:
My en = @y h+ Niulplp,
{Mp[m o= Qplhlp. (40)

where the matrices on the right-hand side are given by:

, . P!
(@i = (¢ 080') . (QplhDis = <7, hd<1>k)

both square and symmetric, and:

)

L2

d. gl
- .
(NnlpDiy = 5, , arectangular matrix.
= p
L2

Finally, the finite-dimensional counterpart of the colocated control and observation
system (38) reads:

M,[h]y° = —By[h]" e,
{ Mlhlu = B[k e,, @D

where the boundary mass matrices are:

(Ml = (Vi h93) o (MalhD = (97, ™)

1ol

In compact form, the dynamics (39) together with the boundary variables (41)
rewrite:

M, &h en
M| | Ge | B ep
Diag | 3"y | | 230 | = (it o1 = rl) | G5 . “2)

Myl | \ i —yh
where the extended structure matrix J is defined as follows:
0 D[h] —Bulh] O

_ | -DIn" Glh.pl O  —Bylh]

Tpl=\ gm0~ o o |

0 Buhl" o0 0
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and the symmetric nonnegative resistive matrix R is given by:

0 0 00
OR,[R]IOO

Rin o= | 0 OO0 Ryl = 20 (Romalh] + Rai[1]).
0 0 00

Remark 7 1t is important to remember that in (42), u and u require the compatibility
condition u - n = u°.

The constitutive relations (40) may be written in compact form as:

My O (e_h) _ | @n Nulpl (ﬁ) 43)
0 Myl \ep,) T 0 0,1 \p
The final discrete pH system is composed of (42), preserving the underlying Dirac
structure, and (43).

Remark 8 The discrete system (42)—(43) is a pH Differential Algebraic Equation (pH-
DAE), see [47]. In the linear-quadratic case, making use of the so-called co-energy
Jformulation is proven to be very efficient [32]; however, in our case, the nonlinearities
forbid the substitution of the constitutive relations (43) into the dynamics (42); further-
more, algebraic equations appear due to the arrangement of the boundary ports. For
these reasons, the difficulties raised by DAEs should be carefully considered. Among
them, compatibility conditions at the initial time are critical and will be carefully
checked in Sect. 4. Another source of difficulty would be to use the formulation involv-
ing extra dissipation ports, some of them being symmetric tensors, see Sect. 2.2.2; thus,
it has been preferred to work with the J — R formulation, which is of much smaller
dimension. The wide class of linear pH-DAE:s is already challenging and constitutes
an active research topic: in particular, the index of such DAEs can be at most 2 [48,
Corollary 51]; the interested reader may refer to [38, 49, 50] and the many references
therein.

3.3 Discrete power balance

One of the main features of a pH system being the power balance satisfied by the Hamil-
tonian, a discrete counterpart of Theorem 4 is expected. This preservation property
carries over for linear systems with a quadratic Hamiltonian, while in the modulated
case or nonlinear case, only a few attempts have already been made, see, e.g., [S1,
52], where the polynomial structure of the equations makes a difference in the proof
of the energy preservation.

Let us define the discrete Hamiltonian as follows:

Ip?(t, x)|?
0

HE@) = Hh (1, %), plt, x)) = %f [hd(t,x) + pg(hd(t,x))z] de,
Q
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which may be rewritten as:
1 1
R0 = 20 QylhN] p@) + 41T Q) h(1). (44)

Before stating the power balance satisfied by the discrete Hamiltonian, let us

enlighten a trivial but crucial equality.

Lemma 1 The following holds true:

1 d d
207 (Q,[h®]) p(t) = p@) "NalpOT" L h(0).

Proof Indeed, one has:

1
—p(t)T - (@,[h™)) p() = (7,athdpd) :
L2

O
Theorem 5 The discrete Hamiltonian satisfies the following discrete power balance:

d
0 = =2ep O (Rral (O] + Ra[h(1)]) p(®)
+u () T Mu[h(D]Y°(0) + y* ()T My[h()] u(®),
<) " Mu[h(O] Y0 (1) + y* ()" Mu[h(D)] u ().

Proof On the one hand, one easily computes from the time derivative of the discrete
Hamiltonian (44):

d_q 7 d T.d 1 +d
S0 = p0)T QPO +h0) @y 3-h®) + 300+ (2,1hO1) pO).  (45)

ep(t)

t
On the other hand, multiplying (42) by Z—git; by the left side leads to (since

—y" ()
J[h(), p(t)]is skew-symmetric):

Ty 4 T d
en(?) Mhaﬁ@)"‘ ep(t) Mp[ﬁ(t)]aﬁ(t)
—u®(®) " Mu (D100 = y* () T MR u(@) = —ep() T Ru[AD] ep(0).
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By symmetry of the mass matrices, (43) implies:

d d
(a®T @ + p® NlpOT) h(0) + p®)T @, lh1]T < p(1)
—ul(®) " Mula @100 = y* () T MIAOTu(@) = —ep(@) " Ru[A D] ep(0).

Rearranging the terms and using Lemma 1, one gets:

d d 1 d
P71 p@) + AN Q Th®) + 5p(1) 1 (@,lhM]) p(1)
= —e,(O) T R[] ep(1) + 1’ (D) Malk(D1y° (1) + y* ()T MaTh(D)] u(1).

Substituting (45) and the definition of the matrix R, [A ()] in the latter gives the result.
O

4 Numerical results

This section is devoted to simulation tests in order to show the feasibility of our
approach. Note that the difficult question of time integration of the resulting nonlinear
DAE is not treated in this work, where the Backward Differentiation Formula (BDF)
of order 2 provided by the PETSc library [53] has been used, with a maximal time step
At = 0.005. In particular, the fully discrete system is not a discrete pH system a priori,
implying that the discrete power balance is only satisfied up to the time scheme error.

Videos of the simulations will be available on the website of the journal as supple-
mentary materials. The codes are available as published examples on the github https://
github.com/g-haine/scrimp of the SCRIMP environment used for the simulations [31].

For the following tests, continuous Lagrange finite elements have been chosen to
approximate all quantities (both scalar fields and vector fields). Indeed, we assume a
smooth solution in the previous sections, and the use of discontinuous finite elements
would require further analysis. Moreover, the definition of the matrix D involves the
gradient of ¢’, while R involves first-order derivatives of ® (except for the inviscid
case where R = 0). Therefore, an efficient approach is to take the same order k for
both A-type (scalar) fields and p-type (vectorial) fields, when dissipation occurs, and
an order k + 1 for the h-type variables otherwise. Regarding the boundary fields, to
ensure compatibility with the traces of in-domain fields, they are approximated with
Lagrange elements of order k. In what follows, we present the results obtained for
k=2.

4.1 Closed system: the sloshing problem

Let us consider a rectangular tank of size (0, 2) x (0, 0.5) filled with a liquid of mass
density p = 1 kg m~>, lying in a gravity field! g = 0.01 m s~2.

I These values have been chosen in order to be able to use a relatively large time step w.r.t. the mesh size.
Indeed, with p = 1000 kg m~3 and g=10m s_z, the characteristic velocity would be about 100 m s_l,
which would require a very small time step to be approximated in a tank of length 2 m. Nevertheless, we
choose to keep a ratio of 100 between these two parameters.
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4.1.1 The inviscid case

In this first example, we aim to validate our approach by recovering known behaviors
in 1D.

Since there is no viscosity, the boundary control that is directly available in the
model is the normal velocity u,, as shown in Sect. 3.1. In particular, the vector control
u from (32) and the Lagrange multiplier y* from (35) are removed from the model in
this example. Taking #, = 0 and an adequate initial data, the solution will only vary
in the x direction. More precisely, we choose a continuous piecewise linear function
that is constant equal to g =55 m before some xy and constant equal to &1 =50 m
after some x; > xp, and a null initial velocity. With these values at hand, one may
compute at which velocity the front wave will propagate, see, e.g., [54, Chapter 10]:
Vgho ~ +/0.55 ~ 0.74m s, which is recovered numerically, as seen on Fig. 1.
Comparing the second and third plots of Fig. 1, corresponding to time ¢t = 0.95 s and
t = 1.85 s, one may appreciate how we recover this characteristic speed.

4.1.2 Homogeneous boundary velocity control

We now add a dissipation, represented by a viscosity i = 0.001 kg m~! s71, as
introduced in Sect.2.2. It is then possible to access the boundary term u, and in
particular the tangent component of the velocity u;. In addition to u, = 0, let us
impose furthermore u; = 0 in this test case.

It has been seen in Sect.3.1 that u can be prescribed in an implicit manner: the
boundary term appearing after integrations by parts is y*, which turns out to be the
Lagrange multiplier of the algebraic constraint (41) used to prescribe u. It has to
be noted that the use of an extended system with dissipation ports, as presented in
Sect.2.2.2, instead of the J — R approach would have made possible to prescribe
directly the velocity at the boundary, but to the price of a larger finite-dimensional
system.

While the inviscid case (u = 0) should give a constant Hamiltonian, it can be
observed on the top of Fig. 2 that it varies only at time scheme precision. The viscous
case should show a loss of energy, that is indeed observable on the bottom of Fig. 2,
a decay which shows proportional to the value of y in our tests.

The tangent velocity is correctly prescribed, as can be seen on the first plot of Fig. 3,
and the vorticity indeed develops near the boundaries as expected (see the second plot
of Fig. 3).

4.2 Emptying a tank: normal control

In this test, we applied an outgoing flow at the right side of the rectangle, to simulate
the emptying of the tank by opening of a sluice gate at the right end. The initial
height is constant at 50 m, with a null velocity field. The control is a parabolic profile
that slowly increases as ¢ goes to 1, and constant after this instant. More precisely,
the normal control is u, (¢, y) = 0.1y(y — 0.5) min(1, ) at the right-end side of the
rectangle, and null elsewhere. The tangent control is still imposed at zero: u; = 0.
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Fig. 1 Evolution of the height and velocity of an inviscid fluid contained in a tank at different time steps
(t=0s,t=1.025,1 =2.09s,¢ = 3.095)
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Evolution of the energies
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Fig. 2 Variation of the different energies in play (homogeneous boundary velocity case): in the inviscid
case (top) and the viscous case (bottom). The notation Sud represents the supplied energy provided by
the normal velocity control u0, Su the supplied energy provided by the vectorial control u, Dg,qq the
dissipated energy via the matrix Rgraq[] and Dyj, via the matrix Rgiy [%], see (39)
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Fig.3 (Top) Height and velocity of a viscous fluid in a tank at time ¢t = 1.02 s, with homogeneous velocity
boundary control. (Bottom) Vorticity at time t = 1.02 s

The parabolic profile of u, at x = 2 guarantees the compatibility with the null tangent
velocity prescribed on both the top and the bottom boundaries of the tank.

One may appreciate the expected behavior of the height of fluid on Fig. 4. In
particular, the loss of potential energy due to the outgoing boundary flow is clearly
the dominant effect in the Hamiltonian decay.

4.3 Rotating circular tank: tangential control

In this last numerical experiment, we consider a circular tank that is rotating, as an
example of tangential velocity control. The velocity field is initialized with a rotating
field, compatible with the boundary control, while the height of the fluid starts at a
constant value, see the first plot of Fig. 5.
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Evolution of the energies

12.5
12.0

12.5 . .
—— Hamiltonian
oy T/ Total energy

L Potential energy

Kinetic energy

Fig. 4 (Top) Variation of the different energies in play (emptying case). (Bottom) Height and velocity
profiles at time t = 2.09 s

At first, by the centrifugal effect, one may observe the fluid is pushed against the
boundary, as shown on the middle plot of Fig. 5 at # = 1.01 s. Second, it bounces at
the boundary and goes back to generate a spike at the center of the tank, as seen on
the last plot of Fig. 5 atr = 1.77 s.

Starting at + = 100 s, the tangential boundary control begins to reduce, reaching
zero near ¢ = 250 s, as depicted in the first plot of Fig. 6.

Regarding the time evolution of the energies in this last experiment, one may observe
on Fig. 6 that, despite small oscillations of the total energy in the beginning of the
simulation, they quickly stabilize and the total energy behaves as expected, even under
continuous external energy supply and dissipation. A long-time simulation (with final
time 7y = 500 s) has been performed, showing excellent global behavior (see the
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Fig.5 Height of fluid and velocity field of a rotating circular tank at different times 7: on top ¢t = O s, in the
middle t = 1.01 s, at bottom ¢t = 1.77 s
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Time evolution of the tangential control
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Fig.6 Time evolution of the tangential control (top) and variation of the different energies (bottom) for a
long-time simulation

lower part of Fig. 6). One might notice that the spurious oscillations that occur in the
beginning of the simulation coincide with high-amplitude height oscillations, leading
to a strong nonlinear behavior of the shallow water equations (see (42)), which would
require some dedicated time-stepping schemes.

Finally, on Fig. 7, one can see the effect of the decay of the boundary control at
t = 250 s (top); this decay then propagates inside the circular domain at ¢ = 300 s
(middle); and eventually, stabilization is achieved around t = 375 s (bottom): the
kinetic energy (dashed blue curve on Fig. 6) indeed decays to zero, while the potential
energy (solid blue curve on Fig. 6) stabilizes at its minimum value. One may appreciate
the constant value of the supplied energy Su (dashed purple curve on Fig. 6) when the
power supplied at the boundary through u reaches zero. Regarding the dissipation, it
mainly occurs via Dgrag (solid green curve on Fig. 6), which is consistent with the
chosen geometry, initial data and applied control.
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5 Conclusions and further work

Firstly, this paper presented a pH formulation for the 2D rotational SWE with viscous
damping. In previous work of SWE using pH formulations, only the normal velocity
is taken into account as boundary control. With the inclusion of viscous effects, this
framework allows to explicitly take into account the tangential velocity as boundary
control port.

Secondly, using a partitioned finite element method, we achieve a finite-dimensional
continuous-time pH approximation that preserves the system’s structure. Our method
ensures the incorporation of normal/tangential boundary control ports for the 2D
rotational SWE with viscous damping after discretization.

Finally, four simulation scenarios were investigated to illustrate the approach and
proved to be encouraging. However, a careful attention to the time-marching numer-
ical scheme should be addressed in further work, for instance, through the study of
energy-preserving time-steppers. This issue is especially important to tackle severe
nonlinearities when the Froude number becomes greater than one, i.e., for supercritical
flow, see, e.g., [54]. Furthermore, the relation of compatibility condition between the
finite element families should be explored, e.g., adjusting the order of the elements.

Further work should also address the use of the models developed here for control
design, especially by taking advantage of the availability of the tangential boundary
control port.
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